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Central limit theorems for high dimensional dependent data
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Motivated by statistical inference problems in high-dimensional time series
analysis, we derive non-asymptotic error bounds for Gaussian approximations of
sums of high-dimensional dependent random vectors on hyper-rectangles, simple
convex sets and sparsely convex sets. We investigate the quantitative effect of
temporal dependence on the rates of convergence to normality over three different
dependency frameworks (a-mixing, m-dependent, and physical dependence
measure). In particular, we establish new error bounds under the a-mixing
framework and derive faster rate over existing results under the physical
dependence measure. To implement the proposed results in practical statistical
inference problems, we also derive a data-driven parametric bootstrap procedure
based on a kernel-type estimator for the long-run covariance matrices.
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Softplus INGARCH Models
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During the last decades, a large variety of models have been proposed for count
time series, where the integer-valued autoregressive moving average (ARMA) and
integer-valued  generalized autoregressive conditional heteroskedasticity
(INGARCH) models are the most popular ones. However, while both models lead
to an ARMA-like autocorrelation function (ACF), the attainable range of ACF
values is much more restricted and negative ACF values are usually not possible.
The existing log-linear INGARCH model allows for negative ACF values, but the
linear conditional mean and the ARMA-like autocorrelation structure are lost. To
resolve this dilemma, a novel family of INGARCH models is proposed, which
uses the softplus function as a response function. The softplus function behaves
approximately linear, but avoids the drawback of not being differentiable in zero.
Stochastic properties of the novel model are derived. The proposed model indeed
exhibits an approximately linear structure, which is confirmed by extensive
simulations, and which makes its model parameters easier to interpret than those
of a log-lincar INGARCH model. The asymptotics of the maximum likelihood
estimators for the parameters are established, and their finite-sample performance
is analyzed via simulations. The usefulness of the proposed model is demonstrated
by applying it to three real-data examples.

On extended admissible decision procedures and their nonstandard

Bayes risk
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Nonstandard analysis, a powerful machinery derived from mathematical logic, has
had many applications in probability theory as well as stochastic processes.
Nonstandard analysis allows construction of a single object a hyperfinite
probability space which satisfies all the first order logical properties of a finite
probability space, but which can be simultaneously viewed as a
measure-theoretical probability space via the Loeb construction. As a consequence,
the hyperfinite/measure duality has proven to be particularly in porting discrete
results into their continuous settings.

The connection between frequentist and Bayesian optimality in statistical decision

5



theory is a longstanding open problem. For statistical decision problems with a
finite parameter space, it is well known that a decision procedure is extended
admissible (frequentist optimal) if and only if it is Bayes. Such connection
becomes fragile for decision problems with an infinite parameter space and one
must relax the notion of Bayes optimality to regain such equivalence between
extended admissibility and Bayes optimality. Various attempts have been made in
the literature but they are subject to technical conditions which often rule our
semi-parametric and nonparametric problems. By using nonstandard analysis, we
develop a novel notion of nonstandard Bayes optimality (Bayes with infinitesimal
excess risk). We show that, without any technical condition, a decision procedure
is extended admissible if and only if it is nonstandard Bayes. We conclude by
showing that several existing standard results in the literature can be derived from
our main result.

Nonparametric tests of long-range dependence for locally stationary

process
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We study several KPSS-type tests for long memory in varying coefficient
regression models. The responses and covariates considered are allowed to be
locally stationary time series. We obtain the limiting distribution of the test
statistics under null hypothesis, local alternatives as well as fix alternatives. We
also provide a theoretical justified Dbootstrap approach for the
implementation. The effectiveness of the tests are demonstrated by a simulation
study and a real data analysis.

Inverse Probability Weighting-based Mediation Analysis for

Microbiome Data
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Mediation analysis is an important tool to study casual associations in biomedical
and other scientific areas and has recently gained attention in microbiome studies.
With a microbiome study of acute myeloid leukemia (AML) patients, we
investigate whether the effect of induction chemotherapy intensity levels on the
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infection status is mediated by the microbial taxa abundance. The unique
characteristics of the microbial mediators---high-dimensionality, zero-inflation,
and dependence---call for new methodological developments in mediation analysis.
The presence of an exposure-induced mediator-outcome confounder, antibiotics
usage, further requires a delicate treatment in the analysis. To address these unique
challenges brought by our motivating microbiome study, we propose a novel
nonparametric identification formula for the interventional indirect effect (IIE), a
measure recently developed for studying mediation effects.

We develop the corresponding estimation algorithm and test the presence of
mediation effects via constructing the nonparametric bias-corrected and
accelerated bootstrap confidence intervals. Simulation studies show that the
proposed method has good finite-sample performance in terms of the IIE
estimation, and type-I error rate and power of the corresponding test. In the AML
microbiome study, our findings suggest that the effect of induction chemotherapy
intensity levels on infection is mainly mediated by patients' gut microbiome.

Estimation of mean squared prediction error of observed best

predictor under potential model misspecification
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This paper is regarding robust small area estimation (SAE) in terms of measure of
uncertainty. We consider estimation of the mean squared prediction error (MSPE)
of the observed best predictor (OBP) in SAE under the Fay-Herriot model with
potential model misspecification.  Previously, it was thought that the traditional
Prasad-Rao linearization method could not be used, because it is derived under the
assumption that the underlying model is correctly specified. However, we show
that, when it comes to estimating the unconditional MSPE, the Prasad-Rao (PR)
estimator, derived for estimating the MSPE of OBP assuming that the underlying
model is correct, remains first-order unbiased even when the underlying model is
misspecified in its mean function. A second-order unbiased estimator of the MSPE
is derived by modifying the PR MSPE estimator. The PR and modified PR
estimators also have much smaller variation compared to the existing MSPE
estimators for OBP. The theoretical findings are supported by empirical results
including simulation studies and real-data applications.
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